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When given a conversation, traditional dialogue systems mainly focus on the context that can be observed on the
surface of sentences; concretely, they process and determine the output based on the grammar, visible keywords and
structure of the sentence. However, the content we convey to others is affected by a multitude of latent parameters,
such as emotional state, personal knowledge and personality. Therefore, we have attempted to validate the integrity
of a dialogue system which takes these latent parameters into measure, and have sucessfully developed a dialogue
system which utilizes latent parameters as input.
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Per Session(CPS) [Zhou18]
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1:
Module name(Model type) Loss Loss function Optimizer Dimentions

(LSTM VAE) 1.26x10−2 KL Loss RMSProp 300 200

(LSTM) 1.03x10−2 sparce categorical crossentropy AdamOptimizer 200 1

(LSTM VAE) 8.7x10−3 KL Loss RMSProp 200 60

(LSTM VAE) 4.6x10−3 KL Loss RMSProp 300 200

(NN) 1.5918x10−9 mean squared error Adam 60 200

2: : 1
Timestep Human Dialogue System

1 Hi, how are you today? Doing great, you?

2 I’m doing great. That’s nice. What do you do for work?

3 I code. How about you? Just office work, but it is a lot.

4 Oh, ok. Do you enjoy your work? Yeah, it’s quite rewarding.

5 Yeah, it does pay the bills. When I’m not working, I play basketball. What do you do for fun?

6 I hike at the park. That sounds relaxing!

7 It keeps my mind off things. Do you travel? Not much.

3: :
Timestep Human Dialogue System

1 Hi! How are you? Hi good and you?

2 Great! Just ran outside. What do you do for a living?

3 I am a student. How about you? I play basketball.

4 Nice! Do you love books? I read all the time. How about you?

5 I always liked movies more than books. Know you not like reading?

6 I do, but prefer the movies. Ok, that makes sense.
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